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Introduction

Education Impact and Evaluation Standing Committee (EIESC) members met in June during JCDL 2005. Attendees agreed that not enough was known about the current state of NSDL projects’ evaluation activities and needs to provide direction for upcoming EIESC activities. A taskforce (Sarah Giersch, Jim Dorward and Mimi Recker) agreed to conduct a survey regarding NSDL projects’ evaluation capacity before the NSDL Annual Meeting in November 2005.

The target audience for the 2005 NSDL Evaluation Practices Survey was NSDL Principal Investigators (PI). The audience was notified of the survey by email via the NSDL Voting listserv, which contains addresses for every PI that has received NSDL funding from 2000 to the present. The survey was available online from September 21 – October 14, 2005, and one follow-up reminder was sent. One result per project was requested; there were no duplicate results. No technical problems were reported with the survey form.
Visit the EIESC website (http://eduimpact.comm.nsdlib.org) to view the full survey and briefing paper which contains a summary of the results.
Results

Survey N=38

Response Rate=24%
There are 158 unique email addresses on the NSDL Voting listserv; 38 survey responses were received. Many of the questions had “check all that apply” instructions, so the number of responses is often greater than the overall survey response number.
1. My project is being funded by the following NSDL track:

(response N=42)
	Options
	Number of responses
	Response Ratio

	Collections
	15
	36%

	Services
	13
	31%

	Pathways
	7
	17%

	Targeted research
	6
	14%

	Core Integration
	0
	0%

	Other
1. Supplemental
	1
	2%


2. The evaluation goals for my project can be characterized primarily as: (response N=71)

	Options
	Number of responses
	Response ratio

	Process-Oriented (e.g., community building, educational outreach, collection building processes)
	21
	30%

	Educational Impact
	14
	20%

	Usability and/or Accessibility (e.g., per ADA or W3C guidelines)
	12
	17%

	Usage tracking (via web metrics, profiles, etc.)
	10
	14%

	Collections assessment
	9
	13%

	Beliefs and attitudes about science
	1
	1%

	Other
1. Sustainability

2. Feasibility and design of educational tools (primarily formative)
3. Utility of service to teachers & collection developers; comparability of automatic service to manual service
4. Metadata assignment
	4
	5%


3. The specific evaluation goals for my project are:
(response N=33)

1) Basically the goals were to test collection content to ensure scientific quality and educational quality.
2) The success of the overall project will be judged with respect to attainment of the specific project goals – “growth in the number of participating journals, the number of subscriptions, the fraction of eligible authors who choose to participate, the fraction of candidate journals who choose to participate, and the level of progress toward self-sustainability.” However we will also be judging the success of individual project tasks:
1. Piloting a collaborative portal. Key questions to be answered include a) can we engage, and retain, participation by a significant fraction of the existing journals, b) can we attract a significant audience of engineering faculty as well as faculty in other STEM disciplines, c) how representative is [name ommitted] audience of the diversity of disciplines and institutions engaged in engineering education, and d) how often do readers choose to access [name ommitted].
2. Test the viability of post-publication discussions. Questions to answer include a) what fraction of posted articles generate comments by readers, b) how many total comments are posted, c) what fraction of comments generate subsequent comment in a threaded fashion, and d) is there evidence that readers’ comments cross disciplinary or sub-disciplinary lines?
3. Test sustainability models. Questions to answer include a) will site licenses and individual subscriptions achieve projected levels? b) will it be possible to generate sufficient external sponsorships, c) what consideration, if any, will sponsors desire, d) will it be possible to generate significant advertising revenue, and e) when are revenues projected to exceed expenses?
3) Assess website usage

4) Evaluate accomplishment of the project objectives, the usability of SIMPLE Science, and its effectiveness in helping students achieve specific educational standards.
5) Front-end evaluation: to see how teachers search for information, how they decide which online resources to use in their science teaching. Formative evaluation during the project: to ensure the UI to the digital library collection we designed was accessible and usable by teachers.
6) Make the site useful to computer vision educators.
7) Is the site useful and used by the community for which it was designed
8) [Goals the same] as listed above
9) Determine if the collection meets the needs of teachers.
10) To develop thematic collections of resources and activities on topics selected for their application in (microbiology) classes at all levels (K-12 and undergraduate) So, the evaluation goals are focused on the question of whether these thematic collections are both used (e.g. as determined by website use logs) and useful (as determined from formal usability studies, focus groups, observations, and other community feedback).
11) Evaluate impact in 1) promoting stronger connections between research and education, 2) integration into the community and related disciplines, 3) positively influencing learning
12) Effectiveness in terms of the enhancement of teacher knowledge of the specific content and concepts and student achievement in selected science concepts.
13) 1) Solicit feedback from future systems users (e.g., teachers and engineering faculty) regarding Digital Library utility 2) Teachers from different socioeconomic and geographic settings will provide assessment data to the systems design team for evaluating each iteration of the Digital Library's structure, user-interface and curriculum content. 3) The system architecture will include tools for tracking collection use, providing an opportunity for tuning contents access paths, based on user preferences, and 4) K-12 teachers’ attitudes, content knowledge and skills will be assessed to measure the effectiveness of the Digital Library.
14) We are particularly interested in determining the knowledge and interests of our users -- market research.

15) Documentation of participation, products produced, and items catalogued will, obviously, constitute a large portion of the evaluation data. However, documentation of the process used to provide training and technical support for new and continuing [people-name ommitted] will be a critical part of the evaluation and will provide the information needed to develop the manual that will accompany workshop and training materials for wider dissemination. In addition to tracking data on number of participants in workshops conducted by Faculty Representatives, data for formative and summative evaluation of the Faculty Representative and faculty development workshops will be gathered via entry, exit, and follow-up surveys. To facilitate this process, an online survey site (e.g., HostedSurvey.com or SurveyMonkey.com) will be used. Several of the [name ommitted] have extensive experience in using these online services with both large and small groups and in methods to encourage adequate response rates to follow-up surveys. In addition, discussions via [name ommitted] and faculty development bulletin boards will be analyzed for depth of conversation and content of discussions. Finally, bulletin board discussions, entry/exit/follow-up surveys and focus groups will provide evaluation data for [name ommitted] workshop and development activities. All instruments and methods developed for the evaluation will be available at the [name ommitted] site for use by other NSDL and faculty development projects.
16) Demonstrate that the education community needs, wants, directly benefits from, and will contribute to the sustainability of a digital library with quality resources that have been reviewed by scientists and educators as appropriate and beneficial to their teaching and learning requirements.
17) To determine who is using the [name ommitted] partner sites and how they are being used.
18) Utility/content relevance and accessibility as perceived by the user community.
19) Impact of NSDL through incorporation into traditional academic library services.
20) Create useful/useable site
Demonstrate Use
Demonstrate more informed choice of teaching methods
21) Two goals 1) evaluate our Tools to make sure they work like they are supposed to, and inform what improvements to make 2) evaluate the usability of the Tool with actual users to make sure the Tool does what they would like it to do.
22) Evaluation plays two non-trivial roles in the work of this Project: (1) ongoing testing of collaborative problem solving software as an integral part of the user-centered design of the new technology, and (2) study of collaborative learning in a digital library.
23) To learn whether we can build a community of practice around the study of a specific scientific field, which includes both professional and lay participants
24) Impact on NSDL projects and other educational digital libraries.
25) Understanding how students use our software and digital library resources to engage in scientific inquiry. We want to understand where students may encounter usability issues. We also want to see whether the educational interventions that we designed into the software may (or may not) support students with their investigative practices.
26) 1. Accuracy, coverage, efficiency, and usability of computer assisted assignment of content standards to resources. 2. Accuracy of automatic alignment of state and national content standards.
27) Can we get teachers using Earth science data and data analysis tools well enough to help their students use them to explore Earth science concepts?
28) Potential for Learning outcomes; Determine/improve usability; Meet grant requirements
29) What issues and questions are identified that need to be addressed from a technical and/or integrity standpoint? How do different metadata schemas work in concert to create digital learning objects that are preservable, augmentable, manageable, and consumable? How does the projects’ approach to administrative, structural, descriptive, and accessibility metadata contribute to the usability of the objects produced for NSDL? How viable is the design and automation of higher-level meta-tagging of content through the application of controlled vocabulary and algorithms, at a level of granularity needed for appropriate description and consumption? What are the pieces that need to be aggregated to help in reusability of content? How strong is the internal formative evidence gathered by the project? Are project decisions grounded in this evidence? How do the project partners contribute in a strategic manner to efficient and effective achievement of project goals? How does the structure and operation of the project’s assets, challenges, leadership, responsiveness, etc. affect its success in implementing its strategies? To what extent are the meta-tagging, cataloging, and accessing procedures produced by the project viable and sustainable? To what extent are the resources produced accessible to and usable by the target audience? How effective are the activities to disseminate knowledge produced through the project? What lessons have been learned about organizational collaboration? What infrastructure is needed to create and sustain a digital library between two unique organizations?
30) 1. Identify audience, design, content, and technical factors that affect the design of activity templates for life science education that draw on digital collections. 2. Determine design requirements for the template system based on these factors. 3. Evaluate the feasibility of a template system for creating activities that expand the educational benefits of digital library collections for elementary audiences. 4. Examine issues involved in integrating a template approach into the NSDL network.
31) To evaluate the functionality and GUI (graphical user interface) of the tool that we are developing, as well as its efficiency in assisting students to locate needed information in learning repositories.
32) Provide formative information to the development team during the development phase; Evaluate the "library integration model" during implementation phase; Provide a summative report in case study form to be shared with the NSDL SSC as an example of a possible sustainability model for NSF-funded digital libraries.
33) Justify my existence
4. Please indicate the figure that most closely approximates the number of FTE’s that are devoted to evaluation in your project.
(response N=37)
	Options
	Number of responses
	Response ratio

	Less than .25 FTE
	14
	38%

	.26 to .50
	14
	38%

	.51 to .75
	4
	11%

	1 or more FTE
	5
	13%


5. Do you currently use, or intend to use, an independent evaluator (outside the immediate staffing for your project)?
(response N=37)

	Options
	Number of responses
	Response ratio

	Yes
	23
	62%

	No
	13
	35%

	I don’t know
	1
	3%


6. Where do you currently go for information about evaluation and evaluation techniques?
(response N=58)

	Options
	Number of responses
	Response ratio

	We have this expertise in my office
	21
	36%

	A colleague or a friend
	13
	22%

	The Web
	8
	14%

	Other departments on campus (e.g., Education, Psychology, Human-Computer Interaction, etc.)
	7
	12%

	Other

1. DLESE workshops on evaluation
2. External experts
3. Our site is housed at [name ommitted] via a sub-contract; we utilize the expertise at SERC to assist with site evaluation.
4. outside evaluator
5. We work with Flora McMartin

6. Members of the [name ommitted] have evaluation expertise including AAAS, APS, and ASM
7. UW-Madison LEAD Center
8. Flora McMartin
9. Outside consultant
	9
	16%


7. What evaluation resources or assistance, if any, would you like NSDL to provide?
(response N=51)

	Options
	Number of responses
	Response ratio

	Web-based information
	23
	46%

	Evaluation skills training at the NSDL Annual Meeting
	14
	28%

	Workshops
	13
	26%


8. What other resources do you need to assist you in planning and implementing evaluation activities for your project? Please specify.
(response N=15)

1. Connections evaluation experts available for hire. Preformed focus groups to use in user testing. Facilities like a usability lab to perform evaluations. Case studies on how to perform evaluations for digital library material.
2. Questionnaire design.
3. Access to evaluation instruments for common tasks: educational impact, etc.
4. It would be nice to have access to other evaluation tools that other NSDL projects are using as examples. There is a lot of informal exchanges that go on between projects, but would be nice to have this formalized a bit.
5. As part of the grant I held a workshop with likely users who helped to set the goals of the collection and provided feedback on all aspects of the site. The most helpful evaluation from NSDL would be technical evaluation of how well the site integrates with the central NSDL search engine, and so on. I have received no feedback about how well my site integrates with the core site.
6. It would be nice to have an NSF-wide directory of evaluation resources (e.g. actual strategies and instruments that are available) and folks willing to collaborate as mentors, advisors, or contractors who can assist with more comprehensive evaluation programs.
7. best practices with examples would be very helpful
8. coordination with other Pathways and CI
9. I think we are OK at the moment. Our immediate goals are to identify and increase our user base.

10. It would be good to share evaluation strategies among the NSDL projects - so each project can learn from the evaluation successes and experiences of others. It would be useful to have NSDL serve as a moderator to grants looking at different populations, to potentially provide alternate populations for testing.
11. The NSDL is NO usability information/evaluation services. Why?
12. web-based survey software (to collect more user data without having to gather the users in a central place).
13. I would have checked "evaluation service" under 7. This could be people or processes. My answer to 9 is that I am not sure.
14. Access to an appropriate pool of subjects (i.e. math and science teachers and collection developers).
15. Central source or clearinghouse for learning about and sharing evaluation approaches, needs, and results from other NSDL projects, e.g. sample instruments, evaluation findings, research reports, potential evaluation sites, etc.

9. Would you attend a session or workshop on evaluation at the NSDL Annual Meeting?
(response N=37)

	Options
	Number of responses
	Response ratio

	Yes
	31
	84%

	No
	6
	16S%


10. Please check topics of interest for an evaluation session or workshop (check all that apply):

(response N=202)

	Options
	Number of responses
	Response ratio

	System and web log analysis
	24
	13%

	Usability testing
	24
	12%

	Survey data
	18
	9%

	Data analysis resources
	18
	9%

	Specific information about designing and using different data collection methods
	15
	7%

	Heuristic evaluation
	14
	7%

	Tools for designing evaluation plans (templates, checklists, examples, budgets)
	14
	7%

	Focus groups
	13
	6%

	Performance assessment
	12
	6%

	Observation of learners or participants
	11
	5%

	Student/user journals or logs
	11
	5%

	Interviews
	10
	5%

	Classroom observation
	10
	5%

	Student work samples
	6
	3%

	Other

1. Results of other project evaluations
2. Human subjects research information
	2
	1%


Final Comments? (response N=7)
1. This response comes from a NSDL project, who's funding has ended.
2. Thanks for conducting the survey. I hope that this helps guide future work on evaluation in the NSDL.
3. Our interest in evaluation workshops would specifically include on the evaluation of the impact of digital libraries... what is possible and what is meaningful.
4. good idea!
5. We are current using software we have developed to obtain information on usage from our server log data. We also have an agreement with Yahoo that allows us to obtain in depth information about searches initiated in Yahoo that result in hits on the Alsos site.
6. I am not the person primarily responsible for evaluation on our project. I work closely with the person who is.
7. I think evaluation is of tremendous importance. Without it you are working completely in the dark.
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