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Over the past several years NSDL Core Integration (CI) has relied on technology that has been largely dependent on human-generated metadata.  Specifically, CI has been using the Open Archives Protocol (OAI-PMH) [7] to harvest Dublin Core (DC) metadata [1] from NSDL collections, and using that metadata to populate a Metadata Repository (MR), a searchable union catalog of NSDL resources [5].  This technology has been a successful foundation for the initial deployment of the NSDL main portal [2].  
Despite its success, this work has demonstrated to us many issues with harvesting metadata from distributed sources [4].  These include wide variations in metadata quality, scalability constraints of managing and validating multi-sourced metadata harvesting, and the expectation gap between current google-influenced search techniques (full-text and keywords) and search interfaces based on structured metadata.   Consequently, a fundamental goal of CI is to move towards more automated tools for collection growth and development of core services such as search, aligning NSDL more closely with cutting-edge digital library technology [3].  This goal co-exists with another goal of CI, which is to capture and exploit more enhanced information (than Dublin Core information) about NSDL resources such as full-content, richer metadata, and context.  Our goal then is a technical infrastructure based on an NSDL data repository (NDR) that is more appropriate to the needs of an educational digital library [6], providing the basis for defining the  usability and reusability of STEM resources in different learning and teaching environments.  
In pursuit of these goals, NSDL CI is funding, via sub-contract, the INFOMINE [9] project for a package of work collectively known as the iVia Open Source Virtual Library System [10].  This work is led by the Library of the University of California, Riverside, with participation of a number of other researchers at other locations including Waikato, New Zealand and IIT Bombay.  iVia is a package of work that includes the following components.
Focused Web Crawling 
Web crawlers are the basis of modern web search engines such as Yahoo and Google.  Put simply, a web crawler traverses the web by fetching a page, analyzing (e.g., indexing) its contents, extracting its hyperlinks, fetching each of those linked pages, and then iteratively performing the same extract/analyze/fetch process on each of those pages.  Of course, the process is more complicated then this, but the goal for general search engines is to fetch and index as much of the web as possible.  As implied, focused web crawling is an attempt to direct a crawl so that only resources that fit certain criteria (e.g., related to STEM topics) are covered by the crawl.  This is hard because of the tremendous scale and complexity of the web.  
A portion of the NSDL funding for iVia work includes advancing the state-of-the-art of focused crawling and deploying it in the NSDL context.  iVia is working with some of the world’s leading experts in this area.  Focused crawling will give CI a new, automated mechanism for including resources in the NSDL collection.  We plan to deploy this in two scenarios.  In the near-term, this will allow us to include the resources in human expert-selected web sites, essentially “seeding” the crawler with the home pages of those web sites.  The currently existing NSDL “recommender system” provides the vehicle for this human seeding.  But in the future, as understanding of very large-scale focused crawling matures, we hope to use this technology as a means of gathering STEM resources from the entire web.
Expert-Guided Crawling
Increased reliance on automation does not mean complete elimination of human contribution to the NSDL infrastructure.  Our goal is to exploit machines and computational techniques to improve the scalability of our work, and concentrate human intelligence where machine intelligence is simply not adequate.  Thus, while focused crawling will continue to improve, there are many situations where the guidance of a human expert can help the crawler return results that are significantly more useful.  
Thus, a portion of NSDL funding for iVia work includes developing, refining, and deploying an expert interface to check results of focused crawls, and provide a “dashboard” for refining the parameters of the crawls – e.g., types of files to include or exclude, how “deep” to go in a site, etc.  Results from the sub-contract thus far have been quite promising and we have been refining with the INFOMINE team a test version of the crawl guidance interface.  This interface has been used by NSDL librarians and has proven to be an innovative way for integrating traditional librarian skills into an automated environment.
Automated Metadata Creation
CI’s plan to collect and use enhanced information about STEM resources does not preclude continued interest in Dublin Core metadata.  DC remains a good vehicle for provding basic digital library functionality as demonstrated by the CI work thus far.  

Thus, a portion of NSDL funding for iVia work includes developing and deployment mechanisms for automatically generating basic Dublin Core records from textual resources.  This technology will work in tandem with the focused and expert-guided crawling technologies, and provide a foundation for including crawled resources in the NSDL collection.  Part of this work involves providing an expert interface for ascertaining the quality of the generated records and providing guidance for improving them.

Automated Classification
Browsing is widely recognized for its importance in resource discovery, in conjunction with query-based searching.  In general, browsing requires classification of resources into some taxonomy such as a subject hierarchy or groupings that indicate target audience or standards relevance. These classes form the basis of a browsing interface.
CI is planning or initiating work on a number of automatic classification projects.  The current iVia work in this area involves automatic assignment of LCC (Library of Congress Classification) [8] to NSDL resources.  This work is reasonably mature at this point and, while we don’t consider LCC as the most useful taxonomy for our domain, the machine-learning based methods being developed in this project will be useful other classification projects.  In addition, the LCC classification may prove to be a basis for more NSDL-appropriate classification.
-----------------
CI has been working the INFOMINE team since 2004.  The results of this work thus far have been impressive and we expect in the next year that this sub-contract will have a considerable impact on our operational scalability and functionality.  Achieving the goals of the NSDL depends on a wise allocation of human expertise and generous exploitation of rapidly increasing computing power and computation techniques.  The INFOMINE team is a leader in this area and this sub-contract will become increasing important to NSDL’s success.
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